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In a few years, LHC will openruprtEsilsi
— | bigincrease in Energy in alcngivinicns

Fermilab is deeply involved:

In contributions to the machine (which | will
not have time to cover in this talk)

As Host Laboratory to U.S. CMS (Project
Office, management oversight, etc.)

As collaborator on many aspects of the
detector, software, and computing.

...Fermilab and its users will be able to work
efficiently on CMS and access the physics.

Much relevant experience at CDF and DO!
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€ The LHC could establish
the existence of SUSY,;
study the masses and
decays of SUSY particles

€ The cosmologically
Interesting region of the
MSUGRA search could be
covered in the first weeks
of LHC running.

€ The 1.5t0 2 TeV mass
range for squarks and
gluons could be covered
within one year at low
luminosity. Final mass
reach 2.6 — 3 TeV
[MSUGRA].




CMS
A Compact Solenoidal Detector for LHC
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Total weight : 12,500t.

Overall diameter: 15.00m
Overall length : 21.60m
Magnetic field : 4 Tesla CMS-PARA-QO1-11/07/97 ILB.PP
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[ Eeimninecie

we * Absorber donein
industry to FNAL
design

*Scintillator done in
Lab5

*\Wedge assembled at
CERN
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Gluing Station Winding Station Soldering Station

Anode bars, gap bars are glued to pand Wires are wound directly on panel Automated soldering of wires

ww

- ':_‘E:in

Wire Tension/Spacing Statio'i lonized Air Knife Station Assembly Station

Tension and spacing of wires are checked _ Dust is removed from wires and panels_ Panels are stacked to make 6 gap chamber:
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On to CERN (via

I — = 1=

CMS
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CMS Site at Cessy: Carfoon anaes

PUTS @ 20.4m
PXSE

= : PUITS @ 7a
PSS EXISTANT
TLMMEL LHC

CAVERNE EXPERENCE

TUNMEL BY_PASS MACHINE

CAVERNE CONTROLE . CRYDOGENIE
SERVICES . PLISSANCE ( LISCSS )

(BPEAEGE GMS )
( EISEMELE DES OUVRAGES SOUTERRANS )

MDD JF LE B4 = DCTORRE = BT
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Cover (“bouchon”) complete
First closing test ~ now.

Hall delivery Oct 04.

Heavy lowering Nov. 05.

(.ERN T5-C E

250 ]
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Detectors: HCAL at Suriace; Poliiiss

Much of US CMS detector effort in HCAL and Endcap
Muon is complete. Activity now shifts to commissioning,
operations and preparation for data taking.
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CSC production
complete (total
482 CSCs
iIncluding
spares)

MP9 CSC factory
closed -
Chambers being
installed at SX5
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=~ Central barrel ring
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To be lowered end of 2005

Above ground today.

16
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As we speak: System t
beam stru

HCAL at other CERN test beam.
Plan to combme W1th muon test.

Muon CSC “Slice Test” of 4 chambers
(from Dubna, IHEP, U.S.) and
multiple trigger/DAQ crates.

CSC-RPC integration planned as well.
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Only a subset can'l
Virtual Control'R

11t Floa% |

_ Virtually there, §
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FNAL Users’ Meeting, June 3, 2004

Bob Cousins



| CMS All-Silicon Trac

Outer Barrel (U.S.)
~105 m?
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~5,600 Tracker Outer Barrel (TOB) modules to be assembled
and tested at FNAL & UCSB

» Delayed by parts flow issues — Sensors (fixed)

* U.S. to help also with hybrid bonding (scope increase)
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ul-uing poy

Final pinhole test Assemble/test rods
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Forward Pixel baseline:

US delivers in ‘07

4 Disks (fully instrumented)
 Electronics

Exciting project,
much interesting
work to do:
NEW GROUPS
WELCOME

. 2
“IFED | -

Y5-Service Cylinder

15-Disks

\\\\ r

el

Plaquette
Blade Sensors, ROC,

HDI, TBM VHDI

Pigtalil

CMS DAQ

Power
Cooling

Optical Links
DOH, AOH
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= __| |ICs and Circuit Boards|off AllSSEIis
Front End, Trigger, DAQ...
ASICS, FPGAs, Optical links...

(See any talk by Wesley Smith, CMS L1 Trigger PM)
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CNIS

| Major Cost/Schedule ProblemisivitiN=(e72ys

Problems with
Russian suppliers, —— IE =5 Hllss =
production halted
for two months
awaiting resolution. 1290m 61700 barrel crystals 16000

Back in production endcap
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now, but still ’"‘p‘:\% {(;\ig:, /
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At present, CMS aims to have ECAL barrel for 2007
pilot run, add endcaps prior to 2008 physics run.
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Software and Computing: Vastaviue
faceted-- Overlapping AlllAspeciSieiieVsS

Formally part of S&C:
 Core Application Software (Simulation, Display, etc.)
e User Facilities: Tier 1 (FNAL), Tier 2 (Univs.)
 GRID(S)

Formally part of M&O:
e Data Acqusition (V. O’Dell)
e Detector databases
 Physics analysis centers

As well as...
 High-level triggers, physics analyses, etc.

Can only mention a few in this talk...
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Work 1o CVS

Grid-2003: 26 Sites including ATLAS and CMS;
2500 CPUs; Used for massive CMS event simulation

2004: Work to
combine with other
Grids in world.

Computing MOUs
_ among CERN, U.S,,
Caltech-Pa™§ ' perh i others.

Progress on

technical and
~ | UF lor ida=Gr 1d3 .. e o
3 q UF 1or ida-PG political issues.
| o

st ro=  (site availability generated by ey nov 26 15:47:09 EST 2003

i Meanwhile Caltech and CERN setting data transfer
records - see CERN Courier earlier this year.

FNAL Users’ Meeting, June 3, 2004 Bob Cousins 27



Major milestone for CMS software and computing
* Validate software; get input for computing model
 Reconstruction at Tier-0, data streams with DSTs

e Streaming data to Tier-1s (FNAL for US CMS) using
Grid tools

e Data sample available for analysis at Tier-1 and Tier-
2 centers

* 500 (design luminosity) throughput test

Many aspects achieved, bottlenecks in sustained rates
studied...
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| Jet/Missing E; Analysis of DCOZiDatavATN=INAS

Presented by R. Harris (FNAL) , with thanks to many, at May U.S.
CMS collaboration meeting...

tt=>-WbWb->uvbpuvb

His conclusions (see collab
meeting talk for details):

*\We are able to analyze the DC04
(T e data

*\We have learned some valuable
lessons
*DC04 data is now available for
CMS users

ﬂ:""l"" [FEETE TR FTRTE ETTEE FRTTE FEET FTT
4 4 4 2 0 2 4 1] L] 10 0 1 20 300 400 500 60O TOD  ADO 900 1000
JET1ETA-JET ZETA MIZEING ET [GeV|
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Physics TDR

Work such as the above Is underway.

Time to revisit generator-level studies of the
proposal with:

Full Geant3->4 Simulation

Reconstruction: High Level Trigger version
already exists and benchmarked in TDR

Analysis of systematic errors in its infancy —

much interesting work to do with alignment,
calibration, PDF’s...
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Number of
Laboratories

Member States 59
Non-Member States 56
USA 38
Total 153

Number of

Scientists
Member States 1005
Non-Member States 528
USA 443
Total 1976

Associated Institutes

Number of Scientists

73

Number of Laboratories

10

April, 05 2004/gm

http://cmsdoc.cern.ch/pictures/cmsorg/overview.html

= The CMS Collaboration: CERN Countir

Russia

USA \

Bulgaria

_ Belgium
Austria

CEy Finland

France

USA

Germany

‘/
. —Greece

Uzbekistan ——— \ Italy
Ukraine
Slovak Republic o
Georgia Poland
Belarus Portugal
Armenia
Serbia Spain
Pakistan

N.B. “Scientist” = Physicist + Engineer

China (Taiwan) “Switzerland

Iran
India Croatia

Estonia Cyprus

1976 Physicists and Engineers
36 Countries
153 Institutions



>440 Physicists and Engineers from 38 Institutions

Physicists - PD + Faculty, 282 Total

mBoston University

m University of California, Davis

OUniversity of California, Los
Angeles §

O University of California,
Riverside

m University of California, San
Diego §

mUniversity of California, Santa|
Barbara

m California Institute of
Technology

o Camegie Mellon University

m Fairfield University

®m Fermi National Accelerator
Laboratory .

oUniversity of Florida

o Florida International
Uni\{ersilgl -

mFlorida State University

mFlorida Institute of
Technology

| University of lllinois at
Chicago

m University of lowa

mlowa State University

OJohns Hopkins University

OUniversity of Kansas

OKansas State University

O University of Maryland

O Massachusetts Institute of

Technology
ity of Minnesota

oUniversi

oUniversity of Mississippi

m University of Nebraska-
Lincoln

@ Northeastern University

@ Northwestern University

@ University of Notre Dame

@ Ohio State University

@ Princeton University

mPurdue University

mRice University

m University of Rochester

mRutgers University

mTexas Tech University
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_~ U.S. CMS — Survey

US CMS - Survey

400

350

300

250

0Gs N.B. FY03
200 1 mPD faculty +
? @ Faculty PD bodies

150
> 300

FTE

100

50

FYO3 FY04 FYO5 FYO6 FYO7 >FYO7

US CMS made a survey of intent in regards to redirection of effort.
Results are scaled to the fraction of physicists covered by the responses.
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s,

US CMS Research Program

40

351 'm S&C

301 |m M&O

25 -

20 - l

15 -

10 -

onl

- m B i . B

FY0O2 FYO3 FY0O4 FYO5 FYO6 FYO7 FY08

Fiscal Year

Funding (AY $M)

Fermilab is host of management and Program Office of the RP.

Funding profile shown was guidance until earlier this year --
is being revisited by agencies.

Agencies’ Base Programs are separate.
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How are we

Organizeai

CMS Management Board and Steering Committee

Collaboration Board )

Chairperson i
L. Foa ). Ingram
\__F. Pauss (Deputy)
I T i i i T I T I | 1
Framce lialy U.Kk. Oiher CERN UsA Cliher Russia Germany | | Switrerland CERN
S Countri MNon=CERM | [ Dubna MS
MS Coainers
JL Fawe || G Tonelli || R Brown || C-E Wule || B Newman | | | HS.Chen }1y wpaneer | | 5 Schael || L Tauscher || H. Foeth
Resources Technical Deputy Technical
Manager ———  Coordinator §}— Coordinator
A_Petrlli Spnkﬁpgrmn A Herve A BEall
- M. Della Negra Advisors Flectronkes
Sk - B Castalda Coordinator
. T. Virdee { ||ugg-:' P S.h’:.lp
"‘m::;':" Technical Advisers
‘,: " = D Campi
onference G. Faber
Commities ) K
T. Muller HiH{L..JLfC'l]-:‘- 1
——  GLIMOS = Tscsmchs
. Schaeler
MEB Secretary
Q. Ingram
I I | |
Tracking ECAL HCAL Muons Trigger/ Physics Rec. Computing
DAQ & Selection Core Software
I Eolandi P. Bloch - e n 2 i [ Stckband
G Hall J. Rand . Green Barrel 5. Cittolin P. Sphicas L Taylor
T F. Gasparini )
Barrel DAY
D. Geeen Endeap S, Cittedin
E_ " i Alitselmakher Trwr
|:| Steering Committes . Ciodutvin W Smith

I2 Apnl 0=
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CMS Computing, Ph

Instritution Board
(CMS CB)
| CPT lManagers
CCS PM PRS PM TRIDAS
D. Stickland [ P. Sphicas m;'fﬁ':gﬁ':-

-* US is represented in

¥ CPT within CMS,
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U.S. CMS Elective Officeeiig

Collaboration Board, Advisory Board Chair and Deputy:
H. Newman, V. Hagopian

Advisory Board members: D. Acosta, J. Branson, L.
Cremaldi, S. Dasu, T. Ferguson, R. Ruchti, C. Tully, R. Zhu;
Ex officio: L. Bauerdick, D. Green

Advisory S&C Board: S. Dasu (Chair), P. Avery, T. Cox, S.
Kunori, R. Wilkinson, J. Rohlf;
Ex officio: L. Bauerdick, J. Branson, R. Clare, I. Fisk, D.
Green, H. Newman, D. Stickland, V. White

Physics Coordinator: J. Branson
Education and Outreach Coordinator: R. Ruchti
Election Committee: M. Baarmand, J. Hanlon

http://luscms.fnal.gov/uscms/organization/organization.htm|
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' (Appointed) Research Program VianegeiieEik

Final pieces in place ~ April 2004

« RP Manager D. Green (FNAL)

* Deputy R. Cousins (UCLA)
«Software and Computing L. Bauerdick (FNAL)

» User Facilities |. Fisk (FNAL)

o Core Application Software R. Clare (UC Riverside)
e M&O J. Freeman (FNAL)

« L2 Managers: G. Appollinari (FNAL), B. Gobbi (Northwestern),
J. Incandela (UCSB), V. O'Dell (FNAL), R. Rusack (Minnesota),
A. Skuja (Maryland), W. Smith (Wisconsin)

« Education and Outreach: R. Ruchti (Notre Dame)
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QuarkNet Project, now in its
6" year

REU/RET at CERN
(Northeastern/Michigan)

U.S. CMS Fellows
Education and the GRID o |h .
CMS Outreach at CERN uarkNet enters ~2004 |

Portable/handheld Particle
Detectors

In Planning: Exhibit for CMS
Remote Control Room at
Fermilab
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s,

e Critical mass (clustering) of young
people who are actively working on
software (reconstruction, particle
Identification, physics analysis)

=i Open Arga

05 I [veR

 One stop shopping for your analysis

- i note: The layout shown is “as is @April 2003” (not a plar
q UEStI O nS Printers “Colored-in” are conceptual plan -- not final

& K.Maeshima (4/26/2004)
Storage

» Analysis tools such as large meeting
rooms, video conferencing, large scale
computing, “water cooler”

e Virtual control room  Kaori Maeshima: infrastructure, Virtual CR
Sarah Eno, Avi Yagil: local analysis groups

Heidi Schellman: workshops, users org
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LPC: The Stars Are Alighiine]

Has core of leaders who will make it work.

Potential users have put on two well-attended
workshops. A number of university groups are
committed to being a presence.

Lab management has started to commit real
resources (space, bodies).

Tier 1 location: much expertise. Tutorials written for
workshop users.

CDF/DO leadership understand why it’s a good
thing.

It’'s agreed that LPC work will be well-integrated into
CMS PRS organization.
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« CMS construction project headed toward
completion; U.S. part of CMS will be >95% built
0y end of 2005.

 Fermilab deeply committed to CMS both as
Host Laboratory for U.S. CMS and as
collaborator on numerous subprojects.

 Virtual Control Room already useful for test
beams, will grow.

 Fermilab employees, users, and CERN users
are seeing confluence of interests in an LHC
physics analysis center at Fermilab.
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CNLY,

LHC Progress
Dashboard

Dipole cold masses

LHC Stat

01-Jan07
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LHC Progress

' Dashboard
Quadrupole cold masses
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Updated 21 May 2004

Data provided by P. Lienard AT-MAS

Updated 31 May 2004

Data provided by T. Tortschanoff  AT-MAS

Recently revised LHC schedule with known delays still has first
beams in 2007.

The new CERN management appears to be strongly committed to
the schedule for both accelerator and the experiments.
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Payment Profile (MCHF) _
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Schedule: re-baseline to v34-

Magnet test ends:
Start of heavy lifting in UXC:

Ready for crates in USC.:
Above milestones consistent with CE delays

Tracker ready for Installation:
Consistent with sensor delivery schedule
discussed with HPK and STM.

Start tracker installation:

Last EB- SuperModule installed:
Install 3-4 SMs with tracker in place.
Consistent with last EB crystal 30 Jun 2006

CMS (without ECAL endcaps) “ready to close”:

Pilot Run (1st collisions) starts:

2nd endcap EE- ready for installation on YE-:
Consistent with last EE crystal delivery 30 Jun 2007.
Work on improving delivery rate to exploit parallel
assembly of last 2(3) Dees

CMS with full ECAL ready for 1st physics run:

FNAL Users Meeting 3 June 2004  Bob Cousins
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Oct 2005
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Apr 2007
Aug 2007
Feb 2008

Apr 2008

~5 months
delay wrt
Vv33.2
(Oct 03)
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